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Abstract. In this paper, we give an elementary view of Newton-type methods and related regular-ity conditions for a special class of nonsmooth equations arising from necessary optimality criteriafor standard nonlinear programs. Di�erent types of linearizations and parameterizations of theseequations lead to di�erent iteration schemes, where any abstract calculus of generalized derivativesfor nonsmooth mappings is avoided. Based on a general local convergence result on (perturbed)Newton methods for solving Lipschitzian equations, we focus on characterizations which are ex-plicitly given in terms of the original functions and assigned quadratic problems for our specialsetting. We are particularly interested in certain parameterized Newton equations and in regularityconditions which are weaker than strong regularity.Key words. Generalized Newton methods, stationary solutions, nonlinear programs, regularity,particular realizations of Newton equations.AMS classi�cation. 90C31, 49J40, 49J52, 26E25.
1 Introduction
We consider the nonlinear optimization problem

min f(x) subject to gi(x) � 0; i = 1; : : : ;m; f; gi 2 C2(IRn; IR); (1.1)
and we suppose throughout that D2f , D2gi are locally Lipschitzian (briey f; gi 2 C2;1).Necessary optimality conditions will be used in terms of Kojima's function (see [12])� : IRn+m ! IRn+m which has the components

�1(x; y) = Df(x) + Pmi=1 y+i Dgi(x); y+i = maxf0; yig;�2;i(x; y) = gi(x) � y�i ; y�i = minf0; yig: (1.2)
Then the zeros of � are related to the KKT points of (1.1) via the transformations

(x; y) 2 ��1(0) ) (x; u) = (x; y + g(x)) is a KKT-point(x; u) is a KKT-point ) (x; y) = (x; u+ g(x)) 2 ��1(0): (1.3)
Obviously, primal (stationary) solutions are the same in both descriptions, dual ones di�eronly in the case gi(x) < 0 which gives ui = 0 but yi = gi(x). The �rst equation in (1.2)may also be written as DxL(x; y+) = 0, where

L(x; y) := f(x) +Pmi=1 yigi(x)denotes as usual the Lagrange function associated with (1.1). Further, it can be easilyseen that for (a; b) 2 IRn+m,
(x; y) 2 ��1(a; b) i� both y� = g(x)� b and(x; y+) is a KKT-point of the perturbed problem (1.4)

min f(x) � ha; xi subject to g(x) � b: (1.5)
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In the present paper, we discuss several versions of Newton-type methods for solving thekey system �(x; y) = 0: (1.6)This is a subject of active research in the last two decades (we refer, e.g., to [8, 13, 14,15, 21, 23, 18, 10, 5]). Our purpose is to present an elementary view of di�erent standardand perturbed Newton schemes and their local convergence analysis, avoiding the use ofprerequisites from nonsmooth analysis. Instead, we strictly utilize the special structure ofthe equations (1.2). Further, we also intend to give (as much as possible) a self-containedpresentation of the material. The reader may consult [10, 17, 18] for further details.In section 2, we start with local convergence analysis of Newton's method for solving(1.6) with an arbitrary locally Lipschitzian � and for a general type of approximation of �.In the present form, the result is new and extends Theorem 10.7 in [10]. Then, in section3, we clarify how to guarantee the conditions in the setting of (1.2). The involved non-di�erentiable functions do not make serious problems, since non-smoothness is essentiallythat of the absolute value function. Our focus is on subsets of the known Clarke derivative,this allows relatively simple Newton steps and sometimes regularity conditions weakerthan strong regularity in Robinson's [22] sense. For comparison, regularity in terms ofdirectional derivatives is discussed.The investigations in the sections 4 and 5 are motivated by the following observation.If one applies Newton's method directly to (1.2) and yki > 0 holds at the iteration point(xk; yk) then the Newton system involves the linear equation (assigned to �2;i)gi(xk) +Dgi(xk)T(x� xk) = 0 (1.7)
since @�2;i@yi and y�i vanish at yki . Thus, if the number of such i is higher than n, system(1.7) degenerates and (usually) the method fails to work.To avoid this e�ect (which may appear if (xk; yk) is not close enough to a "regular"solution), we perturb system (1.6) by adding some appropriate small function or (alter-natively) deform the matrix of the Newton equations only. In any case, this is some kindof regularization. As a �rst idea, one could add a term "yi to function �2;i(x; y) in theabove situation. We shall consider, however, other regularizations which can be handledsurprisingly simple.The meaning of such regularizations and the permitted amount (for ensuring stillquadratic convergence of the whole method) will be studied in the sections 4 and 5 undermore and less general settings, respectively. In particular, we recall that some of theseregularizations describe just the stationary points in penalty and barrier methods, assignedto (1.1). So the content of our regularizations becomes evident. On the other hand, theboth classical methods turn out to be speci�c regularization methods with respect to theequations (1.7) for yki > 0, only. Finally, we interpret the related Newton steps in termsof SQP-methods.
2 Newton's method
In this section we recall basic facts on generalized Newton methods from [10] and extendconvergence estimates for standard Newton schemes to a perturbed one. ThroughoutSection 2, we choose a setting more general than in the rest of the paper and consider theequation �(z) = 0;where � : IRd ! IRd is locally Lipschitzian with rank (i.e., with Lipschitz constant) L�near a zero z� of �. Let for any z in some neighborhood 
 of z�, D�(z) : IRd � IRd be a
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multivalued mapping (closed or not) satisfying
D�(z)(�) 6= ; and D�(z)(0) = f0g:

Suppose that there is some KR > 0 such that for all z in some ball B(z�; R), the followingcondition for the approximation is satis�ed:
(CA) �(z)� �(z�) +D�(z)(z� � z) � B(0;KRkz � z�k2): (2.1)

Suppose, in addition, an injectivity (regularity) condition near z�:
(CI) inf f k�k : � 2 D�(z)(�) g � KI k�kfor some KI > 0 and all z in some ball B(z�; �): (2.2)

Then D�(z)(�) may be applied in the followingStandard Newton scheme: Given zk �nd zk+1 = z such that
0 2 �(zk) +D�(zk)(z � zk): (2.3)

Then, if zk+1 exist, the known estimates of the case of C1 equations are valid, cf. Theorem10.7 in [10], namely
kzk+1 � z�k � K�1I KR kzk � z�k2 and kzk+1 � z�k � 12kzk � z�kwhenever kz0 � z�k � r = minfR; �; 12K�1R KIg: (2.4)

Remark 11. It su�ces that (2.1) and (2.2) are satis�ed for the iteration points zk.2. The existence of a solution zk+1 for (2.3) is evident if
D�(z)(�) = S(z)� := fA� : A 2 S(z)g (2.5)

holds with a set of matrices S(z) of appropriate dimension (which will be satis�edfor the generalized derivatives considered in the cases 2 ... 5 of (3.3), (3.4) underintrinsic assumptions, cf. x3.1 below). Then injectivity (2.2) ensures regularity of allA 2 S(z) and (2.3) can be solved via �(zk) +A(z � zk) = 0 with any A 2 D�(zk).3. If (CA) holds with Clarke's generalized Jacobian S(z) = @�(z) in (2.5), then � iscalled strongly semismooth at z�.4. For the importance of (CA) and (CI) in general, relations to semi-smoothness [19, 21]and approximate solutions of (2.3), see [14, 15, 10].5. If D� satis�es (CA) and (CI) so also all selection functions s�(z) 2 D�(z) withs�(z)(�) 2 D�(z)(�) satisfy these conditions.Now we show that the estimate (2.4) can be extended to a perturbed Newton scheme whichwe shall need for subsequent perturbations of �.
Theorem 1 (Perturbations of D�) Suppose (2.1) and (2.2) and consider a perturbedsystem 0 2 �(zk) +D�(zk)(z � zk) +Ak(z � zk); zk+1 := z (2.6)where Ak is supposed to be a matrix of suitable order such that

kAkk � C k�(zk)k for some constant C: (2.7)
Then, the estimates (2.4) are again true, only KR and KI must be replaced by

K 0R = KR + CL� and K 0I = 12KI ;
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and the radius r � minfR; �; 12(K 0R)�1 K 0Ig (2.8)from (2.4) has, in addition, to satisfy
r � KI2CL� where L� is a Lipschitz rank of � on B(z�; R): (2.9)

Supplement: Having (2.7), (2.8) and (2.9), then it holds
k�(zk+1)k � k�(zk)k if k�(zk)k � K3I8L�K 0R ; (2.10)

and for the special form (2.5) of D�(zk), the solutions zk+1 of (2.6) exists and can beobtained by solving �(zk) + (A+Ak)(z � zk) = 0 with any A 2 D�(zk). 3

Proof. We have from (2.1) and (2.2), for z = zk with kz � z�k � r = minfR; �; KI2KR g,D�(z)(z� � z) � �(z�)� �(z) +B(0; KR kz � z�k2); (2.11)and � 2 D�(z)(z� � z) yields k�k � KI kz � z�k. Thus,k�(z)k � KI kz � z�k �KR kz � z�k2 = kz � z�k (KI �KRkz � z�k)which ensures that
k�(z)k � 12KIkz � z�k if kz � z�k � KI2KR : (2.12)

The latter holds due to (2.8). Since � is locally Lipschitz, this yields for related z,12KIkzk � z�k � k�(zk)k � L�kzk � z�k: (2.13)So (2.7) implies that kAkk � CL�kzk � z�k:With the new derivativeD�(zk)(�)+Ak� at zk and the new constantK 0R = KR+CL�, thisensures in (2.1) the required estimate. In (2.2) we obtain for � 2 D�(z)(z��z)+Ak(z��z),k�k � KIkz � z�k � kAkk kz � z�k � KIkz � z�k � CL�kzk � z�k2 � 12KI kz � z�k ;whenever kz � z�k � KI2CL� : (2.14)
Hence (2.8) and (2.9) guarantee all needed estimates to apply (2.4) with the new constants.Further, injectivity ensures the existence of zk+1 under (2.5) via regularity of all matricesin S(zk) +Ak.Monotonicity of the error: Having (2.8) and (2.9) then, applying K 0I = 12KI and (2.4)with the new constants, we obtainkzk+1 � z�k � 2K�1I K 0Rkzk � z�k2: (2.15)
With k�(zk+1)k � L�kzk+1 � z�k and kzk � z�k � 2K�1I k�(zk)k from (2.13), it followsk�(zk+1)k � L�kzk+1 � z�k � 2L�K�1I K 0Rkzk � z�k2 � 8L�K�3I K 0R k�(zk)k2: (2.16)Hence (2.10) is valid. 2

Remark 2 By the proof one easily sees that Theorem 1 holds more general. Finitedimensionality and some particular structure of D� has been used only for the existenceof zk+1. All other arguments were norm-estimates which hold in Banach spaces, too (thenAk : X ! Y is a linear operator).
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3 Representations of D� and the injectivity condition (CI)
Now, as in the rest of the paper, let � be the Kojima function (1.2). Following [10] wherethe details of the subsequent statements can be found, the mapping � can be written asa product �(x; y) =M(x)N(y) where N and M have the form

N(y) = (1; y+1 ; :::; y+m; y�1 ; :::; y�m)T 2 IR1+2m
M(x) = � Df(x) Dg1(x) ::: Dgi(x) ::: Dgm(x) 0 ::: 0 ::: 0gi(x) 0 ::: 0 ::: 0 0 ::: �1 ::: 0

� (3.1)
with i = 1; :::;m and -1 at position i in the last block.
3.1 The functions D�Since � is a nonsmooth function, the use of some generalized derivative in Newton'smethod is required. However, nonsmoothness is only implied by the elementary piecewiselinear map N which is basically de�ned by the components

�(yi) = (y+i ; y�i ) = (y+i ; yi � y+i ) = 12(yi + jyij; yi � jyij); i = 1; :::;m: (3.2)
So, our discussions on generalized derivatives will be reduced to the question of how tode�ne a suitable derivative of the absolute value function s 2 IR 7! �(s) = jsj at the originin direction �. We consider the following �ve possibilities:1: D�(0)(�) = lim�#0 ��1�(��);2: D�(0)(�) = f�� : �1 � � � 1g;3: D�(0)(�) = f��; �g;4: D�(0)(�) = �;5: D�(0)(�) = ��;

(3.3)
while D�(s)(�) = �0(s)� for s 6= 0 in all cases. The above listed derivatives immedi-ately carry over by component-wise de�nition to the corresponding generalized directionalderivatives D�(yi)(�) and DN(y)(v) which are set-valued in the cases 2 and 3.Given one of the �ve types of derivatives, we now de�ne a (possibly set-valued) gen-eralized derivative of � by the usual product rule

D�(x; y)(u; v) := [DM(x)u]N(y) +M(x)[DN(y)(v)]; (3.4)
where DM(x) denotes the Fr�echet derivative of the C1 mapping M at x.Similarly, if  =  (x; y) is any function that can be written with di�erentiable h as (x; y) = h(x; y; jy1j; : : : ; jymj) we "di�erentiate" it by combining the usual chain rule with(3.3).Because of f; g 2 C2 and the special form of N , D� represents in the cases 1, 2 and3 certain generalized derivatives which are well-known from the literature, for details ofproving their coincidence with (3.4) in the related case, we refer e.g. to [10, Chapters 6,7]:In case 1, D� (similarly for D�, D� and DN) is the usual directional derivative of � at(x; y) in direction (u; v), which coincides in our setting with the contingent derivative [1].In case 2, D�(s)(�) can be interpreted as the Thibault derivative [24, 25] which coincideswith [@�(s)]�, where @�(s) is Clarke's subdi�erential [3, 4]; these types of derivativescarry over to D�, DN and D� and again coincide. The derivative in case 3 results fromapplying the so-called (see e.g. [5]) B-subdi�erential to a given direction, for brevity, wecall it B-derivative.In the cases 2...5, condition (2.5) is satis�ed, which was essential in Theorem 1 forensuring the existence of a solution zk+1 of the k-th Newton "equation".
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3.2 The injectivity condition (CI) at a point and near the solutionFor the Kojima function � (1.2), the assumption f; gi 2 C2;1 and the simple structureof N (and �) ensure at z� = (x�; y�) 2 ��1(0) that for all z = (x; y) in some ballB(z�; R) and all "derivatives" D� given by (3.3) (3.4), there is some KR > 0 such thatthe approximation condition (CA) is satis�ed.In contrast, the meaning of the injectivity condition (CI) for the original problem (1.1)depends not only on the concrete form of �, but also on the applied derivative.Given some z� = (x�; y�) 2 ��1(0), we put
I+ = fi : y�i > 0g; I� = fi : y�i < 0g and I0 = fi : y�i = 0g:

Further, let Y � = fy j�(x�; y) = 0gdenote the set of multipliers associated with x�.
Regular matricesIn the cases 2, ..., 5 considered in (3.3)-(3.4) above, the injectivity condition (2.2) requiresspeci�c regularity properties of certain matrices G(x; y; p), where pi 2 f0; 1g in each case.These matrices can be obtained from the product rule (3.4) and have for given (x; y; p)the following structure:

G(x; y; p) =
0BBB@

D2xL(x; y+) p1Dg1(x) : : : pmDgm(x)Dg1(x)T �(1� p1)... . . .Dgm(x)T �(1� pm)

1CCCA : (3.5)
To see this, let us repeat the main arguments from [10]. Taking case 2 as the basic concept,we have for �i(yi) = (y+i ; y�i ) in direction vi that

D�i(yi)(vi) = f(pivi; (1� pi)vi) j 0 � pi � 1g if yi = 0
and D�i(yi)(vi) = f(vi; 0)g if yi > 0, but D�i(yi)(vi) = f(0; vi)g if yi < 0. De�ne

R(y) := fp = (p1; : : : ; pm) 2 [0; 1]m j pi = 1 if yi > 0; pi = 0 if yi < 0g:
Then we immediately obtain in case 2 that

DN(y)(v) = f(0 ; : : : ; pivi; : : : ; : : : ; (1� pi)vi; : : :)T j p 2 R(y)g (3.6)
for a given direction v, hence the second term in the product rule (3.4) becomes

M(x)[DN(y)(v)] = ( Pmi=1 piviDgi(x)�Pmi=1(1� pi)vi
!����� p 2 R(y)) :

Further, since DM(x) is the standard Fr�echet derivative at x, the �rst term in the productrule (3.4) is easily computed to be
[DM(x)u]N(y) =  D2f(x)u+Pmi=1 y+i D2gi(x)uDg(x)Tu

! :
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Hence, in case 2 (Thibault/Clarke derivative) one has
[DM(x)u]N(y) +M(x)[DN(y)(v)] = �G(x; y; p) �uv

� ���� p 2 R(y)� (3.7)
and injectivity (CI) then means that detG(x; y; p) 6= 0 holds for each (x; y) near (x�; y�)and all p 2 R(y). Clearly, this is true for small distance k(x; y) � (x�; y�)k wheneverdetG(x�; y�; p) 6= 0 for all p 2 R(y�). So the "neighborhood condition" (CI) is satis�ed ifit holds true at the solution.Moreover, the set fG(x�; y�; p) j p 2 R(y�)g is arc-wise connected, hence detG(x�; y�; p)has under (CI) the same sign for these matrices. Because each pi appears in exactly onecolumn and this in a a�ne{linear manner, the function p 7! G(x�; y�; p) is a�ne{linear ineach pi, too. So (by induction arguments) it su�ces only to check whether all determi-nants detG(x�; y�; p) for p 2 R(y�) and pi 2 f0; 1g have the same non-vanishing sign.

In the cases 3-5, the formulas (3.6) and (3.7) remain true after restricting R(y) tosuch p satisfying for yi = 0 the special settings pi 2 f0; 1g (case 3), pi = 1 (case 4) andpi = 0 (case 5), respectively. This immediately leads to the following characterizations ofinjectivity (2.2) at a point z = (x; y). We denote this property by (CI)z.
Case 2 (Thibault/Clarke derivative): The condition (2.2) is equivalent to the requirementthat sign detG(x�; y�; p) is constant and not zero for all p satisfying

pi = 1 if i 2 I+; pi 2 f0; 1g if i 2 I0; pi = 0 if i 2 I�: (3.8)
Case 3 (B-derivative): (2.2) is equivalent to detG(x�; y�; p) 6= 0 for all p from (3.8).

Indeed, (2.2) is equivalent to detG(x; y; p) 6= 0, i.e., (CI)z for z = (x; y) near (x�; y�)and all p 2 R(y). Since R(y) � R(y�) for y near y�, so the pointwise condition (oftencalled B-regularity) is su�cient and necessary.
Case 4 (D�(0) = 1): (CI)z is equivalent to detG(x; y; p) 6= 0 for some particular p, namely

pi = 1 if yi � 0; pi = 0 if yi < 0:
Case 5 (D�(0) = �1): Similarly, (CI)z is equivalent to detG(x; y; p) 6= 0 for p with

pi = 1 if yi > 0; pi = 0 if yi � 0:
In the cases 4 and 5, the considered selections p(y) of p 2 R(y) are not continuous. So therelated conditions for z� = (x�; y�) cannot be extended on a neighborhood. On the otherhand, the (pointwise) condition of case 3 is, of course, again a su�cient one for ensuring(2.2) in the cases 4 and 5.
Case 1 is omitted here, since the resulting Newton auxiliary problems become linear com-plementarity problems and the crucial matrix properties become more complicated. Fordetails, we refer to [5] or [10, x7.4.1].
(CI) and quadratic approximationsDepending on D�, the injectivity condition (2.2) or the injectivity (CI)z� at a solutionpoint z� = (x�; y�) 2 ��1(0) have also meanings in view of stability of the perturbed
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problems (1.5) at z�.
Case 1: For the contingent (directional) derivative of �, (CI)z� characterizes just boththe upper regularity (4.2) along with uniqueness of the Lagrange multipliers Y � = fy�g(strict MFCQ). In addition, violation of (CI)z� (and hence of (2.2)) is particularly impliedby violation of the upper Lipschitz property (4.2) (i). The latter means that there is anon-zero KKT-point (u; v) for the quadratic problem

minu 12uTD2xL(x�; y+)u s.t. Dgi(x�)Tu = 0 8i 2 I+; Dgi(x�)Tu � 0 8i 2 I0;
for the proof see [10, Cor. 8.18].

Case 2: With the Thibault-derivative or S(z) = @�(z) (Clarke's Jacobian [3]) in (2.5),condition (2.2) is equivalent to strong regularity of problem (1.1) at z� = (x�; y�) inRobinson's sense [22], i.e., ��1 is locally unique and Lipschitz near (0; z�).In addition violation of (2.2) means that there is a non-zero KKT-point for some ofthe quadratic problems
QJ : minu 12uTD2xL(x�; y+)u s.t. Dgi(x�)Tu = 08i 2 J; Dgi(x�)Tu � 08i 2 I0 n J;

where I+ � J � I+[I0, cf. [22] or [10, Cor. 8.8]. Similarly, one treats the following cases.
Case 3: For B- derivatives, singularity means that there is a non-zero KKT-point forsome of the quadratic problems

PJ : minu 12uTD2xL(x�; y�+)u s.t. Dgi(x�)Tu = 0 if i 2 J;
where I+ � J � I+ [ I0.

Case 4: D�(0) = 1: Let us use this "derivative" for di�erentiating N and computingD� in accordance to (3.4). Considering again the matrix G(x�; y�; p) one obtains that(CI)z� is violated i� there is a non-zero KKT-point (u; v) of the quadratic problem
minu 12uTD2xL(x�; y�+)u s.t. Dgi(x�)Tu = 0 if i 2 I0 [ I+:

Case 5: D�(0) = �1: Now the related quadratic auxiliary problem has less constraints
minu 12uTD2xL(x�; y�+)u s.t. Dgi(x�)Tu = 0 if i 2 I+; (3.9)

and violation of (CI)z� is equivalent to the existence of a non-zero KKT-point of (3.9).
Obviously, the existence of a particular KKT point (u; v) with u = 0 and v 6= 0 meansin all cases that fDgi(x�); i 2 I+[ I0g is linearly dependent, i.e., the linear independenceconstraint quali�cation (LICQ) is violated at x�.By all means, for the most elementary cases 4 and 5, condition (CI)z� is weaker thanfor the cases 2 and 3.

4 Perturbations of the Kojima function
In this section, we study general and special parametrizations �t of the Kojima function� and apply this to the standard and perturbed Newton method for solving the original
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Kojima system. Given some point x�, let the following hypotheses be satis�ed:
(i) x� is a local minimizer of (1.1) satisfying MFCQ,(ii) uTD2xL(x�; y�)u > 0 8y� 2 Y � 8u 2 U� n f0g; (4.1)

where U� = fuj Df(x�)Tu = 0; Dgi(x�)Tu � 0 8 i : gi(x�) = 0gis the usual critical cone at x� and Y � denotes the set of all (dual vectors) y satisfying�(x�; y) = 0. By (i), Y � is nonempty and bounded. Condition (ii) is a standard second-order su�cient optimality condition for (1.1).Under (4.1) the (multivalued) inverse ��1 is locally Lipschitzian upper semi{continuousand nonempty-valued in the following sense, cf. [10], Corollary 2.9 and Theorem 8.36.
Lemma 1 Suppose (4.1). Then there are positive r; c and � such that the locally inversesets H(a; b) = f (x; y) 2 ��1(a; b) j kx� x�k � r g satisfy

; 6= H(a; b) � (x�; Y �) + c k(a; b)kB if k(a; b)k � �: (4.2)
3

Here and in the rest of the paper, (X;Y ) denotes the cartesian product of the sets X andY , while (x; Y ) = (fxg; Y ). The Lemma ensures persistence and some stable behavior ofthe KKT-points under small (simple, canonical) variations of the initial problem accordingto (1.5), min f(x)� ha; xi subject to g(x) � b:
Remark 3 Since � is continuous and Y � is bounded, the mapping H is closed on the ballB(0; �). Therefore, if ��1(a; b) is convex or if the component x in H(a; b) is unique thenH is trivially closed, convex-valued and uniformly bounded for (a; b) near the origin.
4.1 Parameterized functions �tWe shall consider general and particular perturbations of � that arise from nonlinearvariations  (x; y; t) 2 IRn+m, where t 2 IRp (some parameter space),

�t(z) = �(z) �  (z; t); z = (x; y): (4.3)
We suppose (for particular examples see section 5)

 is continuous, and for each (z; t), (�; t) is globally Lipschitz with a rank L(t) � C ktk, (z; 0) = 0 and a Lipschitz condition of the typek (z; t0)�  (z; t)k � Kkzk kt0 � tk holds true.
(4.4)

Then  (z; t) vanishes for bounded z and t! 0, and
kDz (�; t)k := supfkwk j w 2 Dz (:; t)jg � C ktk

holds for all mentioned generalized derivatives D (Clarke, Thibault, Contingent and B-derivative).In order to apply the same simple "derivatives" (3.3) to  (:; t) we also suppose that  can be written as
 (x; y; t) = h(x; y; jy1j; :::; jymj; t) with some h 2 C2;1 (4.5)
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and that we "di�erentiate" it by combining the usual chain rule with (3.3). By thisconvention we can use  (z; t) for the following general
Solution scheme ALG1 :Given zk = (xk; yk) and some constant C, choose any t(k) such thatkt(k)k � C k�(zk)k and �nd some z which satis�es the perturbed "equation"0 2 �(zk) +D�t(k)(zk)(z � zk); zk+1 := z: (4.6)

Here, the parameter t does not appear in �(zk). So we are dealing with a perturbedNewton method in the sense of Theorem 1 and the function  can be used as someregularization of the "Newton matrix".Clearly, for stabilizing the solution method, we are mostly interested in functions  which induce that the new (perturbed) system (1.7) is always solvable (even if the iterationpoints are far from the solution). Examples will be given below.
Corollary 1 Suppose that D�; D�t is de�ned by one of the derivatives 2...5 of (3.3)and D� ful�lls the regularity condition (2.2). Then, for su�ciently small kz1 � z�k, thealgorithm (4.6) generates a sequence satisfying

kzk+1 � z�k � const kzk � z�k2:
Proof. In all cases, we have D�t(k)(zk) � D�(zk) + kDz (:; t(k))kB and, due to f; gi 2C2;1 and (4.5), condition (CA) holds in the settings (1.2) and (4.3), for t near the origin,with uniform constants. Because of the choice of t(k), it holds
D�t(k)(zk) � D�(zk)+kDz (:; t(k))kB � D�(zk)+C kt(k)kB � D�(zk)+C Ck�(zk)kB:
Therefore, every matrix M 2 D�t(k)(zk) belongs to D�(zk)+Ak with some Ak such thatkAkk � C Ck�(zk)k, whereafter Theorem 1 ensures the assertion. 2

Notice that Theorem 1 can be applied for further estimates.For understanding the modi�ed Newton steps, we are going to discuss the resultingembedding equation �t(z) = 0 (4.7)which can be also used for obtaining a next iteration point zk+1 via
0 2 �t(zk) +D�t(zk)(z � zk); t = t(k): (4.8)

This way is the traditional one, denote the resulting solution scheme by ALG2. Forsu�ciently small errors kzk � z�k the iterates zk+1 are close to some path of solutions to�t(z) = 0 for t! 0.However, since both �(zk) and D�(zk) have been perturbed in (4.8), the approxima-tion has to be better than in algorithm (4.6), namely
kt(k)k � o(�(zk)); (4.9)

in order to ensure superlinear convergence, cf. [10], ch.10.1.1.To see the necessity of this higher accuracy (in general), it su�ces to identify D�t(zk)with a �xed regular matrix.In addition, one may compare the "embedding Newton equation" (4.8) and the con-dition in (4.6), 0 2 �(zk) +D�t(zk)(z � zk); t = t(k);
10



by writing (a; b)T = �t(zk)� �(zk) = � (zk; t):This shows that (4.8) means 0 2 [(a; b)T + �(zk)] + D�t(zk)(z � zk). Thus the latterNewton "equation" (with matrix approximation) is not directly assigned to the originalproblem but to some of the canonically perturbed problems (1.5).Next we shall use that (4.7 ) is always related to a �xed point condition since
�t(z) = 0 , �(z) =  (z; t) , z 2 Ht(z) := ��1( (z; t)): (4.10)

4.2 Existence and behavior of solutions

Theorem 2 (zeros of �t). Under the general assumptions (4.1) and (4.4), one has:(i) There exist positive constants K; " and � such that all zeros zt = (xt; yt) of (4.7)with kxt � x�k � " satisfy
dist ((xt; yt); (x�; Y �)) � Kktk whenever ktk � �; t 2 IRm: (4.11)(ii) Suppose in addition that there is some � > 0 such that, for all (a; b) 2 B(0; �), thecanonically perturbed problems (1.5) have convex KKT-sets KKT (a; b). Then, foreach " > 0, there is some � > 0 such that, whenever ktk � �, some zero zt of (4.7)with kxt � x�k � " exists.(iii) If strong regularity in Robinson's sense [22] is valid at a zero (x�; y�) of �, then theconstants in (i) exist in such a way that related zeros zt of (4.7) with kxt � x�k � "uniquely exist and satisfy

kzt0 � ztk � Kkt0 � tk for all t; t0 2 B(0; �) and � > 0 small enough. (4.12)
Proof. The statements (i) and (iii) follow from Corollary 2.9, Corollary 4.4 and Theorem8.36 in [10], since the map  (�; t) is an arbitrary small Lipschitz function in the C0;1-norm.To prove (ii), we simplify the proof in [17], Theorems 2.4, 2.5. By Lemma 1 and Remark3 there is a compact convex set C such that ; 6= H(a; b) � C � IRn+m for su�ciently smallk(a; b)k, say for k(a; b)k � �0 < �. Moreover, H is closed and convex-valued on B(0; �0).De�ne the map HKt (z) = H( (z; t)) � IRn+mfor z 2 C. If ktk � � and � is small enough, we have k (z; t)k < �0, so HKt is againclosed and convex-valued and maps C into C. Hence HKt has (Kakutani) a �xed pointz0 2 HKt (z0). This means by de�nition that the assigned Kojima point (xt; yt) satis�es(4.10). Using again (4.11) we see that xt ! x� as t! 0. 2

Remark 41. Assertion (ii) of the preceding theorem trivially holds for convex problems, sincetheir KKT-sets are convex.2. The convexity of the KKT-sets under (ii) can be replaced, due to Remark 3, bysupposing that component x for (x; y) 2 ��1(a; b) and kx � x�k � r (with somer > 0) is unique.For conditions (weaker than strong regularity) which describe this property werefer e.g. to [12] (strong stability in Kojima's sense), [7] (isolated zeros of metri-cally regular Lipschitz functions) and [11] (strong Lipschitz or Kojima's stability ofstationary solutions). However, the given answers are still not complete.3. Statement (i) has an interesting application for Lipschitz estimates of primal-dualsolutions for the standard log-barrier method in the absence of LICQ, see [9].
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In x5.1 we shall see that the Lipschitzian inequalities (4.11) and (4.12) may comparesolutions of di�erent methods. The foregoing theorem says that anyway this can be donein a Lipschitzian manner.
5 Particular parametrizations
The general parametrization includes interesting special cases like

 1(z; t) = 0;  2;i(z; t) = tiy+i (5.1)
and  1(z; t) = �t0x;  2;i(z; t) = tiP� y+� (5.2)or  1;j(z; t) = �tj xj j = 1; :::; n 2;i(z; t) = �tn+i yi i = 1; :::;m (5.3)
It is known that the system (4.7) �t(z) = 0 for (5.1) and (5.2) is closely related to penaltyand barrier methods for problem (1.1), see [16, 17] or [10, x11.1]. In the �rst subsection,we will summarize some related interpretations and transformations from the mentionedliterature. In x5.2, we will specify the Newton steps for ALG 1 and ALG 2 discussedabove under perturbations (5.1), and this for the cases 2...5 of linearizing the (perturbed)Kojima system.

In the remainder of the paper, we will restrict ourselves to the system (4.7) �t(x; y) = 0under the perturbation (5.1). To indicate this clearly, we rename �t in this situation byF t. Hence, we consider for t 2 IRm the zeros of the function
F1(x; y) = Df(x) + Pmi=1 y+i Dgi(x);F t2;i(x; y) = gi(x) � y�i � tiy+i : (5.4)

For given t, we know that F t(x; y) =M(x)N t(y), where M(x) is the matrix (3.1), and
N t(y) = (1; y+1 ; : : : ; y+m; y�1 + t1y+1 ; :::; y�m + tmy+m)T 2 IR1+2m:

Following the arguments in x3.2, we then have in the case 2 according to (3.3), (3.4) thatthe (generalized) derivative at (x; y) has the form
DF t(x; y)(u; v) = �G(x; y; p; t) �uv

� ���� p 2 R(y)� ; (5.5)
where again R(y) = fp = (p1; : : : ; pm) 2 [0; 1]m j pi = 1 if yi > 0; pi = 0 if yi < 0g andG(x; y; p; t) is the matrix

G(x; y; p; t) =
0BBB@

D2xL(x; y+) p1Dg1(x) : : : pmDgm(x)Dg1(x)T �(1� p1 + t1p1)... . . .Dgm(x)T �(1� pm + tmpm)

1CCCA (5.6)
In the cases 3-5 of choosing a generalized derivative according to (3.3), (3.4), the formula(5.5) has to be modi�ed, again by restricting R(y) to such p satisfying for yi = 0 thespecial settings pi 2 f0; 1g (case 3), pi = 1 (case 4) and pi = 0 (case 5), respectively.
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5.1 Relations to penalty-barrier functions under perturbation (5.1)Consider the system F t(x; y) = 0, with F t in (5.4), and �x the perturbation parameter t.
Quadratic Penalties: Suppose ti > 0 8i. Then any zero (x; y) of F t under theperturbation (5.1) has the following property:

The point x is stationary for the well-known penalty functionPt(x) = f(x) + 12 Pi t�1i [gi(x)+]2:
Conversely, if x is stationary for Pt(x), then (x; y) with

yi = t�1i gi(x) for gi(x) > 0 and yi = gi(x) for gi(x) � 0
solves (4.7). Thus applying the penalty method based on Pt(x) for ti # 0 or solving F t = 0for the same t, mean exactly the same.

Quadratic and logarithmic barriers: Suppose ti < 0 8i. Let z = (x; y) solveF t(z) = 0 under the perturbation (5.1) and put J(y) = fi j yi > 0g. Then (x; y) has thefollowing properties:
The point x is feasible for (1.1), ful�lls gi(x) < 0 8i 2 J(y)and is stationary for the functionQt(x) = f(x) + 12 Pi2J(y) t�1i [gi(x)�]2: (5.7)

Conversely, having some x with the properties (5.7), imposed for any index set J �f1; :::;mg, the point (x; y) with
yi = t�1i gi(x) (i 2 J) and yi = gi(x) (i 2 f1; :::;mg n J)

is a zero of F t. The zeros (x; y) of F t, for ti < 0 8i, can be also characterized by logarithmicbarriers: The point x is feasible for (1.1), ful�lls gi(x) < 0 8i 2 J(y)and is stationary for the logarithmic barrier functionBt;y(x) = f(x) + Pi2J(y) ti (y+i )2 ln(�gi(x)):For ti ! �0, the factors si = ti (y+i )2 vanish (since y remains bounded due to MFCQ)as required in usual log-barrier settings. However, for inactive constraints gi(x�) < 0, weobtain yti < 0 from convergence of the perturbed Kojima points, hence constraint i is notincluded in the sum Bt;y(x).
Unchanged constraints: If some component of t, say t1, is zero, then the lineg1(x) � y�1 in Kojima's function (1.2) remains unchanged. This means that the �rstconstraint g1(x) � 0 is still explicitly required and the term y+1 Dg1(x) as usually appearsin the Lagrange condition.

5.2 Particular Newton realizations under perturbation (5.1)Let us start with the Newton scheme of ALG2 (4.8) which includes also the standardNewton step when setting t = 0. Given any (x; y; t) 2 IRn+2m, we then look, in the cases2 ... 5 of the settings (3.3), (3.4) of generalized derivatives DF t, for a solution (u; v) to
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the equation
0 = F t(x; y) +G(x; y; p; t)�uv�

=
0BBBBBBB@

DxL(x; y+) + D2xL(x; y+)u + Pmi=1 piviDgi(x)...gi(x) � y�i � tiy+i + Dgi(x)Tu � rivi...

1CCCCCCCA ; (5.8)

where G(x; y; p; t)�uv� 2 DF t(x; y)(u; v), and p belongs to R(y) and
ri := 1� pi + tipi = 1� (1� ti)pi; i = 1; : : : ;m : (5.9)

Note that for given (x; y; t) and p 2 R(y) we have
yi < 0 ) pi = 0 ; ri = 1 ;yi > 0 ) pi = 1 ; ri = ti ;yi = 0 ) pi 2 [0; 1] ; ri = 1� (1� ti)pi:This implies that ri = 0 is only possible for yi � 0 and pi > 0, namely if

( yi = 0 and 1 = (1� ti)pi ) or ( yi > 0 and ti = 0 );
and that ri 6= 0 yields, by discussing yi < 0; yi > 0 separately,piri y�i = 0 and y+i = piri (tiy+i + y�i ): (5.10)
Setting, for i 2 f1; : : : ;m g,

K := fi j ri = 0g; J := fi j ri 6= 0 g; (5.11)
then the i-th equation of the second row (5.8) becomes

i 2 K : gi(x) +Dgi(x)Tu = 0;i 2 J : vi = [gi(x) +Dgi(x)Tu� y�i � tiy+i ]=ri: (5.12)
So the system (5.8) carries over to

gk(x) +Dgk(x)Tu = 0 (k 2 K) (5.13)
along with the linearized Lagrange equation

0 = DxL(x; y+) + D2xL(x; y+)u + PK pkvkDgk(x)+PJ piri (gi(x) +Dgi(x)Tu� y�i � tiy+i )Dgi(x): (5.14)
Taking (5.10) into account, one has

DxL(x; y+)�PJ piri (y�i + tiy+i )Dgi(x) = DxL(x; y+)�PJ y+i Dgi(x);and, by using the form of DxL(x; y+), (5.14) then becomes
0 = Df(x) +PK y+k Dgk(x)+D2xL(x; y+)u + PJ piri (gi(x) +Dgi(x)Tu)Dgi(x)+PK pkvkDgk(x):

(5.15)
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The involved term
D2xL(x; y+)u + PJ piri (gi(x) +Dgi(x)Tu)Dgi(x)

is the derivative of the quadratic function
Q(u) = 12 ( uTD2xL(x; y+)u+PJ piri (gi(x) +Dgi(x)Tu)2 ) (5.16)

with a quadratic form that includes deadic products12 ( D2xL(x; y+) +PJ piri Dgi(x)Dgi(x)T ):
Notice that indices i with yi < 0 (implying pi = 0) do not play any role in this context.
Theorem 3 Let (x; y; t) 2 IRn+2m and p 2 R(y), and let r, K, J and Q(u) be accordingto (5.9), (5.11) and (5.16), respectively. Then (u; v) solves the Newton equation (5.8) ifand only if, with some � 2 IRcardK , (u; �) is a KKT point of the quadratic program

minu Q(u) + cTu s.t. gk(x) +Dgk(x)Tu = 0 (k 2 K); (5.17)
where c = Df(x) + PK y+k Dgk(x). The vector v is then given by the components

vi = ( �i=pi ; if i 2 K,(gi(x) +Dgi(x)Tu� y�i � tiy+i )=ri ; if i 2 J .
Moreover, supposing ti 6= 0 8i and using particularly pi 2 f0; 1g (like for the cases 3, 4, 5of (3.3) with derivative (3.4)) then (5.17) is an unconstrained program, i.e., K = ;, wherethe ratios pi=ri, i 2 J , appearing in the de�nition (5.16) of Q(u) become

pi
ri

=
8<:

1
ti

if yi � 00 if yi < 0 in case 4; pi
ri

=
8<:

1
ti

if yi > 00 if yi � 0 in case 5: (5.18)
3

Proof. We showed by (5.13) and (5.15) that system (5.8) is the KKT system of theproblem (5.17), with �k = pkvk, k 2 K, being the Lagrange multipliers of this program.The form of vi, i 2 J , follows from (5.12), while k 2 K implies pk 6= 0 and hencevk = �k=pk. The form of c follows from (5.15).Moreover, if pi 2 f0; 1g then (5.9) gives ri 2 fti; 1g, hence K = ;, by assumption onti. Finally, (5.18) follows via the de�nition of ri in (5.9) directly from the settings pi = 1for yi � 0 in case 4 and pi = 0 for yi � 0 in case 5. 2

Let us �nish this section with the Newton scheme of ALG1 (4.6) which requires in thecases 2 ... 5 of the settings (3.3), (3.4) of generalized derivatives DF t to look for a solution(u; v) of the equation
0 = F (x; y) +G(x; y; p; t)�uv�

=
0BBBBBBB@

DxL(x; y+) + D2xL(x; y+)u + Pmi=1 piviDgi(x)...gi(x) � y�i + Dgi(x)Tu � rivi...

1CCCCCCCA ; (5.19)
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where G(x; y; p; t)�uv� 2 DF t(x; y)(u; v).The only di�erence to the analysis before Theorem 3 consists in the (now disappearing)term tiy+i in the second row. Identifying this term with 0 (particularly in (5.12) and (5.14))and repeating the above arguments, we obtain due to (5.10),
Theorem 4 Let (x; y; t) 2 IRn+2m and p 2 R(y), and let r, K, J and Q(u) be accordingto (5.9), (5.11) and (5.16), respectively. Then (u; v) solves the Newton equation (5.19) ifand only if, with some � 2 IRcardK , (u; �) is a KKT point of the quadratic program

minu Q(u) + cTu s.t. gk(x) +Dgk(x)Tu = 0 (k 2 K); (5.20)
where c = DxL(x; y+). The vector v is then given by the components

vi = ( �i=pi ; if i 2 K,(gi(x) +Dgi(x)Tu� y�i )=ri ; if i 2 J .
Moreover, supposing ti 6= 0 8i and using particularly pi 2 f0; 1g (like for the cases 3, 4, 5of (3.3) with derivative (3.4) ) then (5.20) is an unconstrained program, i.e., K = ;, and(5.18) similarly holds. 3

Comparing the form of c in the last theorems, the di�erence consists in using a reducedLagrangian in Theorem 3 and the full Lagrangian in Theorem 4.
6 Conclusions
We obtained that perturbed Kojima systems and perturbed Newton steps related to themdescribe di�erent approaches for �nding stationary solutions of nonlinear programs, in par-ticular barrier and penalty methods, sequential quadratic programming and nonsmoothNewton methods, too. The latter can be reduced to the type of derivative being de�ned forthe absolute value at the origin. Here, the simplest settings require the weakest (Newton-)regularity conditions. Transformations between the iterations points of the related meth-ods have been explicitly given. The permitted size of the perturbations depends on whetheronly the generalized derivative (in the Newton scheme) or the whole function is perturbed.In the �rst case (ALG1), the perturbations may Lipschitzian decrease, measured by theoriginal error. In the second one (ALG2), superlinearly vanishing parameters must bechoosen in order to obtain superlinear local convergence of the whole method. The secondsituation is less desirable since the "regularization e�ect" then disappears faster.
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